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Abstract—In this paper, we focus on mobile wireless networks
comprising of a powerful communication center and a multitude
of mobile users. We investigate the propagation of deadlinbased
content in the wireless network characterized by heterogegous
(time-varying and user-dependent) wireless channel contions,
heterogeneous user mobility, and where communication codl
occur in a hybrid format (e.g., directly from the central controller
or by exchange with other mobiles in a peer-to-peer manner).
We show that exploiting double opportunities, i.e., both tine-
varying channel conditions and mobility, can result in subgantial
performance gains. We develop a class of double opportunist
multicast schedulers and prove their optimality in terms of
both utility and fairness under heterogeneous channel coritions
and user mobility. Extensive simulation results are provicd to
demonstrate that these algorithms can not only substantiff
boost the throughput of all users (e.g., by50% to 150%), but
also achieve different consideration of fairness among indidual
users and groups of users.

I. INTRODUCTION

to increasing proliferation of these networks, but at theea
time generate bandwidth-intensive traffic, which meang tha
appropriate resource allocation mechanisms that explbit a
available opportunities, will be critical to the efficiensage
and successful deployment of these systems.

The recent unprecedented increase in the densityaifile
users gives rise to an abundance of “contact” opportunities
i.e., opportunities where mobile users are in close enough
proximity of each other to communicate with each other. As
a result, content sharing through such contacts may occur at
a similar time scale as that through a service provider.

Traditionally, downlink scheduling, mobility, and conten
distribution have been extensively studied, but oftemsola-
tion. For example, there have been many studies on the unicast
or multicast scheduling problem in cellular networks (tteci
but a few, [1], [2], [4], [21], [24], [30]). These works have
not exploited the random mobility of users. Similarly, ther

The last few years have witnessed an enormous grovigha rich literature on the design and performance analyfsis o
in the popularity and capabilities of handheld devices suétirwarding algorithms by exploiting the opportunistic niliip
as smartphones, tablets, and laptops. These devices havpaitterns of mobile users in the system (see [7], [8], [11],
turn fueled mobile content sharing applications, which af@2], [28], [29], among others). These works in mobile ad-
becoming increasingly popular. However, these devicedtad hoc networks, as well as a number of recent works on
traffic that they generate have put a significant strain onymagontent distribution (e.g. [9], [13], [15], [19]), do notesider
of today’s cellular networks. For example, in June 2010, AT&the wireless channel’s inherent variability. In contrastthie
had to phase out its unlimited data plans for smartphonesegisting literature, in this work we will explicitly conséil both
lieu of “metered” data plans with limits on monthly bandwidt time-varying channel conditions and users’ random mapbilit
In the same month, iPhone 4 was launched in the U.S. withTo fully realize the performance gains in content distridit
many Wi-Fi only applications (e.g., FaceTime video callingby jointly investigating mobility and scheduling, we first

that users cannot access over 3G.

develop a class ofloubly opportunistic multicasalgorithms

In this paper, we focus on wireless networks that comprisgth heterogeneougtime varying and user-dependent) wire-
of a powerful Communication Center (CC), e.g., a base statidess channel condition arftbmogeneousontact rates among
and many mobile users with communication and computaobile users. We then extend our class of doubly opportunis-

tion capacity, e.g., pedestrians/soldiers carrying gphartes

tic algorithms to scenarios witheterogeneousontact rates

or tablets, smart robots/sensors, etc. These networksl coatnong mobile users. We refer to such strategies as being
communicate in &ybrid format (e.g., mobiles communicatingdoubly opportunisticdue to two important factors exploited
directly with the CC or with other mobiles in a peer-toin the design: the time-varying wireless channel condgion

peer manner), could haveeterogeneougtime-varying and
user-dependent) wirelesshannel conditionsand heteroge-

and the random contact events among mobile users. These
two interacting factors make our study extremely challaggi

neous user mobilityExamples of such networks are cellular We prove that these algorithms achieve a class of Group
networks, military networks, mobile sensor networks witProportional Fairness (GPF) criteria, which charactedife
CC(s), etc. The ever-growing wireless user density wildlesferent fairness considerations among individual usersisar
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groups’ throughput, or equivalently, different intra-gpoor
inter-group tradeoffs. The GPF principles, to be defined in
Section 1l, incorporate many well-know fairness princgple
such as proportional fairness [17], [18] and max-min fair-
hess [3] as special examples. More importantly, this rich
set of fairness principles provides a powerful measure for



two-layer (user-and-group) views of fairness. In particulait can propagate unexpired data to other users instiaé
different fairness considerations among individual ugaser group through contact events.

groups) can be achieved by simply adjusting tiser (group) B. Content Lifetime Constraints: We assume that the content
fairness parametewe define in the GPF criteria. We concludef group n (also calledcontent typen) expires afterL,, €

our work with numerical simulation results to confirm thaé th (0, cc) units of time. The lifetimeL,, of a packet depends
proposed algorithms significantly improve system perfaroea primarily on the content’s degree of tolerance to delay. But

in terms of both throughput and fairness. it can also be utilized to achieve different tradeoffs betwe
throughput and delay, or to control the level of content fingd
Il. SYSTEM MODEL AND PROBLEM STATEMENT in the network. For simplicity, we consider the case where

We consider a downlink multicast scenario where a singf@Ch content type has the same lifetime, Lg.= L for all
base station (BS) is broadcasting independent streams’’of 1oWever, all results in this paper, can be readily extended
deadline-constrained content to different groups of neobif® the case wheré,, are d|ffe_rent for different content types.
users. Agroup consists of all users who are interested in rd=- Contact Process DynamicsA contact evenbetween a
ceiving thesamecontent. For simplicity, we assume that eacR&r of users occurs when the two users are close enough
user belongs to a unique group. UsiNgto denote the number 10 communicate and exchangg content with each other. We
of groups, andS,, to denote the number of users in groupiSed to represent the communication range of any two users
n, we letun,m (n = 1,--- N, m = 1,---,5,) represent (€:g., for bluetooth devices/ ~ 10m). If we let xnzm(t)
the m!" user in groupn. In addition to communicating with denote the location of usen,,, at (continuous) time,
the base station, users in a group can communicate amd/fy Say that one contact event between ., and i, m,
themselves, and exchange content whenever they come witfurs duringfto, t1) i [z, m. (tg) = na,ma (o)l > d,
the communication range of each other. Our objective in thigni.m: (t) = Zn,m, (D)l < d for all ¢ € [to,#1), and
paper is to exploit thelouble opportunitieprovided by the [|1Zn,mi(t1) =Zns,ms (t1)[| > d. The number of contact events
time-varying channel conditions and mobility of users ider Petween a pair of users that have occurred up to tinea

to maximize the amount of content received by users whif@unting process called treontact processwe will refer to
providing afair distribution of the downlink resources amon he time between the start of two consecutive contact events

users and groups. etween the same pair of users asititer-contact timeFor a

A. Channel Dynamics: Due to mobility and small-scale stationary contact process, the reciprocal of the avenatge-i
fading, each user has time-varying channel conditions. \W@Ntact time is theontact rate

consider a time-slotted communication system where users\We assume that the length of a contact event's duration

channel conditions remain the same over one time slot. \Wenegligible compared to the inter-contact time. This is a
choose our unit of time as the length of a time slot. reasonable assumption, since the ratio between the average

Due to practical limitations, we assume that the BS jgter-contact time and the average duration of a contacttese

capable of broadcasting at a discrete set of rafeg X, with approximately thg ratio between the area qf the mobile domai
0 < Ry < ... < Ry. Depending on its channel condition (the cell) and a §|ngle user's communication aredj [;4]._
at timet useru,,_,,, can achieve anaximum achievable data For a cell of radmsSQOm gnd a peer-to-peer communication
rate of r, ,(t) € {0,Ry,..., Rx}. We assume that at therange ofd ~ 10m, this ratio would be greater thahx 103.
start of thet*" time slot, the BS knows the channel condition Obtaining complete knowledge of the contact processes can
and hencer, ,,,(t) of each user. We make the following mildbe extremely difficult, and could consume enormous amounts
assumption om,, , (). of uplink resources. Also, mathematically characterizihg
network performance is intractable for arbitrary contam-p
Assumption 1. Each useru,,, has stationary and ergodic cesses. Thus, we adopt the following assumption for our
channel conditions, in particular, the maximum achievablgnalytical characterization, but we will allow more gerera
data rate vectori(t) £ {r,.},— . " is stationary and models in the simulations.
ergodic. |
Assumption 2. The contact process between a pair of users
Note that Assumption 1 is quite general, and allows fds a Poisson process. O
both spatial and temporal correlation @ft), as well as
heterogeneity among users’ channels (e.g., some users md?OiSSOﬂ contact processes have been shown to be a good

always have better channel conditions than others). approximation [7], [11] under the well-knowin.d. mobility

At each time slot, the BS chooses (i) a group indext), model [20] and Random Waypoint (RWP) mobility model [6].
and (ii) a transmission rateg(t) (t) € {Ry,...,Rg}. If a The RWP model has often been used in protocol design and
groupn is not chosen for transmission at tiheve setrd (¢) = performance analysis/comparison in mobile ad-hoc netsvork

0. We assume that at thé" time slot, if the BS chooses to

broadcast to group(t) at rater? . (t), then all USErSLy, (1),m LAllowing packet forwarding indifferent groups can further speed up the
h isf > .9 n(t) . dd d7 h ropagation. However, this raises up additional conceeng,, the users’
that satis yrn(t)ym(t) = rn(t) (t) can 'iece've an ecode t ilingness of forwarding copies not in their interest byperding extra
data correctly. After a uset, ., receives data from the BS, energy, and is beyond the scope of this paper.



Our final assumption concerns the nature of the peer-to-paégorithms, etc. However, more general fairness prinsiple
communication between pairs of users. need to be developed for a multicast scheduler to charaeteri

. . . . fairness among both groups and users, which we do next.
Assumption 3. During a contact event, a pair of users in the g group

same group can exchange all the unexpired content copieSgor any sets of non-negative parametdis, },_; ... v,

which are absent from each other’s list. O {vn,m}nm::fjf.ﬁ", a, and 8, we define the group utility
' ’ - . "

D. Set of Feasible SchedulerRecall that, at thé*" time slot, functionsU;; and user utility functiong;;,,, as follows

a schedulerS chooses a group index(t) € {1,--- ,N} and o [w, a>0, a#l

a transmission rate? ,,(t) € {R1, -, Rx }. Before we can Unly) = 117? ’) - 1’ 3)

define the set of feasible schedulers we need to clarify what Wn 20BLY) @ =4

we mean by throughput. We define usey,,’s throughput and .

T3,.(t) at time slott under the schedule$ as the running U () 2 Unmi—g, B20, B#1 @)

average of the information received by us&r,, until time ¢ nm\Y) = Un.mlog(y) B=1.

either directly through the BS or through contact with peers

;r:jcig:ﬁir?l:gS:?ii;(legggtggme-slotted communicatioresyst Y\/e say that a scheduler that maximizes
processes, we choose our unit 0

time as a slot length. Mathematically, Z Ug(z Ut (Tam)) (5)
1 t n m
Ty () 2 n Z (k) Z les .. (1) achieves théw, 7, o, 3) group proportional fairness criterion
k=1 ve[0,min{ L,t—k}] wherew = {wn}n, ¥ = {Unm}nm, and m, , represents
wheregs . represents the event that at tirhe- v, user oo “mmS throughput. We calb and § the group and user

un,m receives a copy of the content initially broadcast at tim];g'meSS parametersrespectively. Wher = 0 and wy, = 1

% under schedules. Note that this event covers both the cas&" all , the thlmal schgdu_le_r solving (5). aph|ev@s p)
of useru,, ,, receiving the content directly from the BS £ 0) proportional fairness amonigdividual users Similarly, when
m B = 0 and v, ,, =1 for all n and m, then the solution of

and the case of user, ,, receiving the content from a peer . 4 . .

(0 < v < L). Hence, this event captures the effect of chann%q)ts(:hfve{wd @) pri)riortlogal falrﬂels? am(l)lrggou%s Whgn

dynamics (i.e.rm(t) > 9. (t) for successful reception otha = =0, w, =1, anduv,, =1 for all n andm, (5)

from the BS), content lifetime constraints, and contactpss redu.ce.s to the objective of the so called MAX schgduler, twhic
maximizes the aggregate throughput of all users in the syste

dynamics (i.e. there is a contact between usgy, and another i 4 :
a useru,, .,,» carrying a copy of the content before the contetytve show in Sec_tlon V how these parameters can be adjusted
’ to control the fairness among groups and users.

expires). We assume that at the start of tHetime slot, the

BS.knows each ’user’s throughisf,, (1 — 1) at time¢ — 1. We F. Problem Statement:Given the descriptions of the channel,

define usen:,,'s long-term throughputinder the scheduler content lifetime, and contact process dynamics, we areyread

S as S a1 s to formulate our double opportunistic scheduling problem.
Tn,m = tllglo Tn,m(t) (2)

In this work, we consider the set déasible schedulerss Double Opportunistic Problem (DOP):

for which this limit exists. This class covers a large range o N S

schedulers including the class of stationary schedul&p [2 ax Z Us( Z U#m(TSm)) (6)

E. Class of Group Utility Functions: As in any opportunistic °€° oy 1 ’

multicast scenario the BS needs to ensure that: (i) the users 1

get as much of their subscribed content either directly froms.t. T,im = lim — rd (k) Z les i

the BS or through contact with peers, and (ii) the downlink k=1 ve[0,min{L,t—k}]

resource is shared in a ‘fair’ way. We adopt sets of groygye that the throughput expression in the constraint awsou
utility functions {SU%(Z(')}n:lr-wN and user utility functions ¢, the channel dynamics, content lifetime, and contactess
{U5 ()12 " to characterize fairness among groupgynamics. The solution to this problem allows for the joint
and individual users. exploitation of both thechannel conditionsand mobility to
We require thatU7(-) and Uy, (-) are non-decreasing gptain significant performance gains for content distiut

functions and their arguments cover a wide range of faireggtistically heterogeneous across users.

principles proposed in the literature (e.g. [10], [16],][123],

[25], [26], [27]). We will first solve this problem under the assumption of
The so-called(w, o) proportional fairness principle [24] statistically homogeneous user mobility in Section lll,dan
among a set of individual users has been widely used in ttheen discuss its extension to the heterogeneous scenario in

study of transmission control protocols, unicast scheduli Section IV.



[1l. DouUBLE OPPORTUNISTICMULTICAST SCHEDULING  Also, for groupn, time slott and ratey, we define

UNDER HOMOGENEOUSPOISSONCONTACT PROCESSES s,
N Y
| | ) on(t,y) 2> vnm pRYE [Ly<ram®}
In this section, we develop a class of mobility-aware mul- m=1 (max{T;, m(t), })
ticast scheduling algorithms that are provably optimal and Xn(t,y) — Kt y) ] (12)
satisfy the GPF criterion for the caselotdmogeneouBoisson Sn — kn(t,y) {y>rnm®} ]

contact processes, where the contact rates for all pairsesbu . .o . 1+ serves to prevent a division by zero. This is a

2 . . .
are all equal toA” This allows us to introduce the optimal o aq e of the marginal increase in the aggregate usdy utili

algorithm that is extenda_ble to the _heterogeneou_s P0|s§9g(t) when in slott the BS broadcasts to groupat ratey.
contact processes scenario (cf. Section 1V), but withoet th

cumbersome notation necessary to deal with the heterdgenei | (@, ¥, o, 3) GPF scheduler 5™
We start by characterizing the amount of data received by| BS part:

the mobile users, either directly from the BS or indirectly

through mobile peers, as a function of the broadcast rate and

The BS assigns a rate to each group-1,--- , N:

the contact process dynamics. To that end, we first define rd(t) € argmax ,(t,y). (13)
y€{R1,+,RK}
STI,
The BS chooses group(t) to broadcast at the
kn(t,y) £ Z Liy<rnm(®)}s (7) _ e 9 up(?)
oo previously assigned ramag(t) (t)

which gives the number of users in grougreceiving content on(t,r9(t))

in slot ¢ directly from the BS when it broadcasts to group n(t) € affj?';‘vx Wn (maX{Gn(t), E})O"
at ratey. The following lemma uses this information together o
with the contact process characteristics to express thagee

(14)

where ties are broken uniformly at random.

number of users that receive the contdimectly or indirectly User part:
within its lifetime. Whenever any two users of the same group mee

) ) each other, they share each other’s content such that
Lemma 1. SettingNo = rn(t,y), define twol x (S, —No+1) each will have the union of their sets of unexpired
vectors copies after the contact.

N1 2 [No,No+1,..5,], N22[1,0,...,0, (8
1= [No, No +1, b 2 =10, 0L () The inclusion of the parameter— 0% in the formulation of

and an (S, — No + 1) x (S, — Ny + 1) generator matrix the GPF scheduler is to simplify mathematical notationsThi
A = {a; ;}, where parameter can be omitted if we adopt the conventionthat
) ) o 1 and1/0 = oco. In case there exist several groups attaining
(No+1=1)(Sn = No—i+1) ifi=j, infinite value in (14), the scheduler chooses the group that
aij =94 —(No+i—-2)(S, —No—i+2) ifi=j+1,  maximizes the numerator of the expression in (14). In what
0 otherwise follows, we proceed by dropping and adopting the above
(9) cited conventions.
Then, given that at timethe BS broadcasts to groupat rate While optimality of the GPF scheduler is more rigorously
y, the expected number of users in groupvho will have a proven in the subsequent theorem, let us provide the iatuiti
copy of the content by the time it expires is given by behind its decision making. It assigns each greupter? (t)
nlty) 2 ﬁle‘*ALﬁg. (10) that max_imizes the i_ncrease in t_he a_ggregate_user utilitipadf
group, sincep, (t,y) is the marginal increase in the aggregate
Proof: See Appendix C. m User utility G,,(t) when in slot¢ the BS broadcas_ts to group
. _ n at ratey. Once the scheduler decides the optimal potential
Before we provide the optimal schedulsr, we need {0 (a5 for each group, it chooses the group that will result in
define a few auxiliary functions _t_hat facilitate its (_Jlestmp. the largest increase in the objective function (6). Givea th
We define theaggregate user utilityof groupn at timet as  gryp utility functions in (3), the expression in the RHS of
the aggregate utility of all users belonging to that groug, i (14) is the marginal increase in the group utility of group
Sn if the BS broadcasts to that group at the potential rgte).
G,(t) 2 Z Up o (T (t)) . (11) We now present the main result in this section:
m=1

Theorem 1. The abovgw, v, a, B) GPF scheduleiS* solves

the Double Opportunistic Problem (6) optimally under homo-
2 ) . . )
The derived scheduler does not require that the contactigdtee same geneous Poisson contact processes.
for all users in the system, only within a group. Replacing flystem wide
contact rate\ with contact rate)\,, for groupn covers the latter case. We .
chose not to do so to simplify exposition. Proof: See Appendix A. [ |



IV. DOUBLE OPPORTUNISTICMULTICAST SCHEDULING - Zj a; ; for all 4.
UNDER HETEROGENEOUSPOISSONCONTACT PROCESSES )
Lemma 2. If at time ¢ the BS broadcasts the'” content at

In the previous section, we assumed homogeneous Poisson .
o rate y, the average number of users in subgrotpend 2 that
contact processes among the set of all users within eacipgrou.

In thi . . - will have a copy of the content at the end of its lifetime are
n this section, we extend our results to include scenarits w

heterogeneous Poisson contgct processes. We consideed mog,! (¢, ) £ ﬁ%eALﬁQTand i(t,y) & ﬁ%eALﬁa (19)
where each group of users is divided into furtisebgroups )

with different mobility characteristics, leading to hetge- respectively.

neous contact behavior. Such a model is well-motivated
real world examples, e.g., a network with both vehicular an
pedestrian users. In order to keep notation relatively kimp As for the auxiliary functions, we define the aggregate user
we consider the case of two subgroups, but the results canUiéity G (t) exactly as in (11). Its marginal increase when in

oof: See Appendix D. |

readily extended to an arbitrary number of subgroups. ~ slot¢ the BS broadcasts to groupat ratey is given by
Let us assume that group has S} users in subgroup S,

and S7 users in subgroup with S, + S7 = S,.. Let users o, (t,y) £ Uﬂqm%[l{ygrn,m(ﬂ}

within subgroupl have contact rata;, users within subgroup m—1 (Tnym(t))

2 have contact rate,, and two users of different subgroups Lt,y) — kL (t,y)

o Xn\b: Y n\b Y 1 1 20
have contact rate;,. Similar to the homogeneous case, let us ST —kl(t,y) {>7nm(®)} L {un eSubgroupt}  (20)
define 5

+Xn(t7y)_’in(tay)1 . 1 Sub ) }

it y) £ > Ly<ram(®} (S2—wa(tyy) W7rmm (O} L EStborouw)
{m:tun, m €Subgroup 3 With all these definitions in place, the description of our
K2(t,y) = Z Liy<rp m(®)}s (15) GPF scheduleis* for the heterogeneous contact processes
{m:ty, . €Subgroup 2 scenario remains unmodified except for the use of (20) idstea

; , _of (12). Also, the optimality of the algorithm continues tol¢h
wherer, (f,y) represents the number of users in SUbgmquith minor modifications as shown in the following theorem
(: = 1,2) receiving contendirectly from the BS if the BS 9 ‘

broadcasts to group at ratey. We are now ready to expresstheorem 2. The (i, 7, a, 3) GPF schedulerS* using (20)
the average number of users in each sybgroup that receivefle,, (¢,4) solves the Double Opportunistic Problem (6)
content eitherdirectly or indirectly as in the homogeneousgptimally under the class of heterogeneous Poisson contact

scenario. . S ~ processes described above.
Before we describe the generator matrix in this scenario, we

need to map the two dimensional state space to one dimenspfyof: See Appendix B. m
To that end, leti : {0,1,---,S!} x {0,1,---,82} ~
{1,2,--- (S +1)(S2 + 1)} be an enumeration of all pos- _ _ _ _ _
sible states(ki, k;). One example of such an enumeration In this section, we present simulation results that: (i} val
would be i(ky, ka) = ki(S2 + 1) + ks + 1. Also, let idate our theoretical results both under homogeneous and

fiofo + {1,2,-+ (S 4+ 1)(S2 + 1)} — N be the inverse heterogeneous contact processes; (ii) investigate theemde

n

V. SIMULATION RESULTS

mappings such thayf;(i(k1, ks)) = k; (j — 1.2). Let Of relaxing the Poisson contact process assumption to more
io(t,y) = i(kL(t,y), k2 (t,y)) be the sequence number of thdealistic contact processes; (iii) quantitatively congéree
initial state (k. (,y), #2(t,y)). Define main classes of scheduling strategies with varying degoées
" " opportunistic features and with varying degrees of awagne
NY2 (A1), £12), ASL+1D(S2+1),  (16) of user mobility; and (iv) examine the effect of group ugilit
ﬁ% 2 1£5(1), f2(2), -, F2((SL +1)(S2 + 1))] (17 function parameters on the fairness and throughput levels

ﬁ . achieved by the schedulers.
and  Na(t,y) = €ig(t,y) = [0,---,0,1,0,---,0],  (18)  OQur investigations in this section not only help to quantify
whereé;, , ) denotes theo (, )" unit vector. Then, we can the performance improvement achieved by progressivelyemor

construct the(S! +1)(S2 + 1) by (S! +1)(S2 + 1) generator mobility-cognizant schedulers over the baseline oppadstimn
matrix A — {a‘"‘} as follows: " " one, but also to indicate that the percentage gains achieved
- 1,7 .

Fork; =0,---,S! — 1 andky =0, , 2 let by our optimgl GPF scheduler (designed under I?oisson con-
tact assumptions) are observed under more realistic mobili
Wilky ko) ilka+1,k2) = Ak (Sp — k1) + A2k (S, — k), patterns. Such insensitivity provides a strong promisettier

forky = 0.--.S' andky = 0.--- .52 — 1 let effective use our GPF scheduler under real life conditions.
" ! A. Basic Setup

i i = Noka(S? — ko) + Ma2k1(S? — ks), . .
Giths ha)ilhe ko +1) = A2k (S = k2) o+ Mok (S, = o) We consider a square-shaped network afeaof size
and for all other entries let; ; = 0, for i # j, anda;; = (500 m)? with a BS located at the center. We examine two



asymmetrically sized groups withi0 and 30 users in order theoretical model. In the second and more realistic scenari
to illustrate the effects of the group fairness parametem we simulate the motion of users in the network, and declare
the tradeoff between fairness and throughput. The chanaelcontact when two users actually fall within their peer-
gains of individual users are composed of two independdntpeer communication rangel (= 10m). In this second
components: a slow fading gain determined by the usesgenario, we model the user mobility by the Random Waypoint
distance from the BS (with a power loss exponentldf), (RWP) mobility model, which is one of the most widely
and a fast fading gain drawn according to a unit modesed mobility models in protocol design and performance
Rayleigh distribution independently and identically a&so analysis/comparison in mobile ad-hoc networks [6]. As we
users and time slots. We have chosen the downlink ratesve noted earlier, the contact processes arising from\ttieé R
of the BS following the CDMA2000 1xEV-DO specification agmodel have been shown to approximate homogeneous Poisson
{38.4,76.8,153.6,307.2,614.4,921.6,1228.8,1843.2,2457.6} processes [7], [11], which motivates us to adopt the RWP
kbps. We fix a content lifetime of80 seconds. model.

For the user and group utility functions, we set = 1 In the RWP model, each user chooses a random destination
and v, , = 1 for all n, m. Differentw, (resp.v, ) can be within the network are&?, and moves towards its chosen
interpreted as different prices that each group (resp.) user destination on a straight line at a given speed 0. The entire
willing to pay for a given amount of data. Fixing the unit @ric procedure is repeated once the user arrives at its destin#ii
of data as such allows us to isolate and illustrate the effemider to implement our GPF scheduler proposed in Section Il
of the group fairness parameter on the fairness and systema need to obtain an estimate of the contact rattrough
throughput. numeric simulation. For the RWP mobility model with speed

In order to make a fair assessment of the performance= 1 m/s on the described network, we observe a contact rate
gains associated with our GPF scheduler, we compare thofe\ ~ 1.39 x 10~%. For a fair comparison, we choose this
different opportunistic scheduling strategies, each achievingontact rate when generating the Poisson contact processes
fairness among groups and users, but with different degrees

Of OpportunIStIC Capabllltles x10° Homogeneous Poisson Contact Processes
» Single Opportunistic (SO) scheduler, where the BS o *;'ggl'ﬁ’ty‘):gg:;:‘c'f‘gofb‘l’g Opportanistic (MA-DO)
takes advantage of varying channel conditions to scheth 25r A |--Double Opportunistic (DO) I

transmissions, but there is no peer-to-peer content pedjuarc
Thus, under the SO scheduler, mobility is exploited ¢
indirectly through its effect on channel conditions. Thaslie
current wireless cellular systems.
» Mobility-Agnostic Double Opportunistic (MA-DO)
scheduler, which corresponds to the special case of our o5t
scheduler withA = 0. Accordingly, under the MA-D(
scheduler, not only does the BS exploit the channel varis o 1
(as in SO) but also the users exploit mobility through pee.-.
peer content propagation. However, since: 0, the scheduler Fig. 1. Aggregate throughputs of the two groups of usersufgrx 70 users;
has no knowledge of the contact processes (hence the nafep 2: 30 users) under the three opportunistic schedwignshomogeneous
mobility-agnostic), and does not incorporate the futufeaf Poisson contact processes.
of mobility in its decision making. Figure 1 depicts the aggregate throughput of the two groups
» Double Opportunistic (DO) scheduler, which the sameunder the three scheduling schemes with simulated Poisson
as our GPF scheduler with knowledge of the actual contamintact processes. We display results for the three sdngdul
rate \. We refer to the GPF scheduler with this new name txenarios (SO, MA-DO, and DO) for different group fairness
differentiate it from the MA-DO scheduler and to highlighparameters:.. The results clearly reveal significant percentage
the two degrees of opportunism it utilizes, both in channghins (ranging fron50% to 100%) achieved by the MA-DO
variations and in the contact process statistics. scheduler over the SO scheduler due its use of peer-to-peer
forwarding capability. Also, we see that the DO scheduler
provides another non-negligible level of improvement aher
In this subsection, we illustrate and compare the perfd#A-DO scheduler due to its knowledge and effective use of
mance of the three opportunistic schedulers introducegteab@ontact process characteristics. When compared to thérmse
under homogeneous contact processes (cf. Section Ill). &® scheduler, the full-fetched DO scheduler can observe a
also relax the Poisson contact process assumption to stpéycentage gain betweerb% and 150% in its aggregate
the impact of implementing the opportunistic scheduleideaun throughput performance!
more realistic mobility induced contact processes. Homogeneous mobility among users results in homoge-
We examine two different contact processes. In the firseous channel conditions, and as a result throughput iy fair
scenario, contact time between any pair of users is gemkeraggual across users. For this reason, we do not investigate fa
according to an actual Poisson process as assumed in oess among users, and set the user fairness parathetér.
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B. Homogeneous Contact Processes



Heterogeneous Poisson Contact Processes

For all three scheduling schemes, we observe that incig ety
a has the effect of equalizing the aggregate throughpi
the two groups. The schedulers with = 0, correspondin
to linear group utility functions, strive to maximize thens
total throughput of the two groups, and serve to the le
group exclusively. Adopting a larger group fairness partzn
« increases the throughput of the smaller group at the
of the total throughput. Another effect of increasings the
narrowing gap between the throughput curves of the diffk ost
scheduling schemes: schedulers must forego opportuit
order to meet stricter fairness constraints. 0

=8~ Single Opportunistic (SO)
Mobility Agnostic—Double Opportunistic (MA-DO)
-9~ Double Opportunistic (DO)
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RWP Mobility Induced Contact Processes
T

‘ : : T Fig. 3. Aggregate throughputs of the two groups of usersufgrx 70 users;
~&-Single Opportunistic (SO) group 2: 30 users) under the three opportunistic schedwiésheterogeneous

Mobility Agnostic—Double Opportunistic (MA-DO)

25 i Poisson contact processes.
=6-Double Opportunistic (DO) p

Figure 3 displays the aggregate throughput of the two
groups under the three scheduling schemes for heterogeneou
Poisson contact processes. The baseline SO scheduler-perfo
mance shows the same throughput as with Poisson contact
: processes, since contact processes have no significarioe in t
. single opportunistic scheduling scenario. The MA-DO and DO
Throughput of Group 1 (bps) o8 schedulers, again, provide significant performance imgrov

ments by effectively utilizing the peer-to-peer dissertiora
Fig. 2. Aggregate throughputs of the two groups of usersufgrt: 70 and contact process knowledge, respectively. These sesult
users; group 2: 30 users) under the three opportunistiodstdrs with RWP  y/glidate both the fairness and efficiency aspects of our GPF
mobility induced contact processes. design under the heterogenous contact processes.

Figure 2 displays the aggregate throughput of the two Qverall, the numerical investigations under both the ho-
groups under the three scheduling schemesRfP mobil- mogenous and the heterogeneous mobility scenarios show
ity induced contact processeNlot surprisingly, the baseline significant and consistent gains that the class of GPF sched-
SO scheduler achieves the same throughput as with Poisg@éts achieves through its opportunistic use of peer-tr-pe

contact processes, since contact processes have no sigoéicdata dissemination capabilities and its knowledge of azinta
in the single opportunistic scheduling scenario. The agafee statistics among users.

throughput of both groups increases significantly once-peer

to-peer communication is enabled by the MA-DO scheduler.

Again, there is a further increase reaped by the DO scheduler VI. CONCLUSION

that also utilizes the contact process characteristicslétne

performance of the RWP mobility induced contact process!n this paper we studied the propagation of deadline-based
deviates slightly from the simulated Poisson contact sses, content in wireless network characterized bgterogeneous
the performance gains exhibit almost the same charadtsris{time-varying and user-dependent) wirelessannel condi-

in both scenarios. This is a reassuring result that prontbees tions, heterogeneous user mobilitgnd where communication

Throughput of Group 2 (bps)
&
T

0.5r

use of GPF strategy in more realistic mobility models. could occur in ahybrid format (e.g., directly from the central
controller or by exchange with other mobiles in a peer-
C. Heterogeneous contact processes to-peer manner). For this 3H wireless system, we showed

In this last subsection, we assess the performance of that by exploiting double opportunities of channel corufiti
three opportunistic schedulers (the SO, MA-DO, and D@nd mobility afforded us substantial performance gains. We
schedulers) under heterogeneous Poisson contact precesstoduced a set of Group Proportional Fairness (GPF)raite
We recall that the DO scheduler implements the GPF schedulercharacterize different considerations of fairness agrdop-
proposed in Section IV. As in the previous subsection, waance tradeoffs. We developed a class of double opporitinist
consider two groups wittf0 and 30 users, respectively, but multicast schedulers and proved their optimality in terms
also assume that both groups are further divided into tved both utility and fairness. Simulation results confirmed
subgroups of fast and slow users (comprisifg and90% of that the proposed algorithms significantly improved system
the total number of users, respectively). We simulate Baissperformance in terms of both throughput and fairness. Our
contact processes of three different rates between two fasirk provides the key first steps and guideline on how to
users §; = 1073), two slow users X, = 107°), and a fast appropriatelyexploit multiple opportunities in the design for
and a slow userXjo = 10™%). content sharing in future wireless systems.
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Given the concave and non-decreasing group and user utiityd (30) follows from (28). This completes the proof of (25),
functions defined in (3) and (4), the objective function invhich immediately yields the desired optimality criteri(2#).

(6) is a concave function of the user throughput for any set APPENDIXB
of non-negative parametefsv , N
9 P {80} n=1.... N {Un.m = ol PROOF OFTHEOREM 2

« and . Thus, in order to prove the optlmallty (ﬁ* _ _
suffices to show that the global optimality criterion forger ~ The proof follows from the same line of argument as in the

optimization ([5]) is satisfied, i.e., proof of Theorem 1 (cf. Appendix A), once we redefine
N Sn ) Z [
(78— TS ) 0. (24)  R(inm) VUnm = [L{y<ro (1)}
B e o7

1
Note that (24) is a Iegal expression if we adopt the conventio Xn(t:y) = n(t,y)

1{y>Tn,,m )} 1{un,m €Subgroupl}

that 0° = 1. If there exists some: such thaty -0, or some Sk — kg (ty)
n,m such thatry = 0, then we must have: = 0 or 3 =0, X2 (t,y) — %(t,y)l )
respectively. (52 — k2(t,y) {57 (®)} . eSubgroupz} ] -
In light of (23), it suffices to show that for any given APPENDIXC
maximum achievable data rate vector PROOF OFLEMMA 1
v B L Let { X (s)}s>0 denote the number of users in groupvho
Z Z : )[3 (T = Tmar) <0. (25) have a copy of the content at time Here, we measure the
n=1m=1 m

time s starting from the initial broadcast of the content. Note
To show that (25) holds for any scheduly we first define that{X(s)}>0 is a continuous-time Markov chain with initial
ffn,spf . as the joint frequency that given the maximunstate X (0) = No, where Ny = £, (t,y) is the number of

ach|evabfe rate vectot, schedulerS* chooses to broadcast tousers who receive the content directly from the BS at the time
groupn at rate R; and schedulerS chooses to broadcast toof the broadcast. Furthermore, the only non-zero tramsitio

groupn’ at rateR;. Therefore, we have probabilities aré?{ X (s +ds) =i+1| X(s) =i} = Xi(Sp —
N K i)0s + o(ds) and P{X (s 4+ ds) = i | X(s) = i} = 1—
75T Z Z s*ns}; R " (6,m, m), (26) Xi(Sy, —i)0s — o(ds) for all ¢ € {No,---,S, —1}. Let us

definep;(s) = P{X(s) =i | X(0) = Ny}, i.e., the probability

that at times there are; users with content when initiallyv,

s Z Z s* ST (] n!,m'). 27) users received the content from the BS. Then, we can write
mon’, R, By 7 A the forward Kolmogorov equations as

pNo(S) = _/\NO(Sn - NO)pNo(S)7

n'= li,j 1

n=114,j=1

Then, using (19), (11), (13) and (14), we have
s

o s*.8 7 L . . . :
Z OBt n,n’ R?aijTR (]’ n' , M ) pZ(S) = A(7’ - 1)(8”1 -1+ 1)p1*1(5) - AZ(Sn - Z)pl(s)v
fovmtt ("yn/) (Tﬁm,)ﬁ
S wntnnfy o r, B M) - Ps,(8) = A(Sn = Dps, -1(s), (32)
< D : o
m=1 (75 ) (szs.,m)ﬁ Lettlng P(S) = [pNo(S)7pNo+1(S)";' apSn(t)]T’ the set of
equations in (32) can be rewrittené%gi) = —\AP(s) where
From (26), (27) and (28), we have A is the infinitesimal generator defined in (9). Thus we have
N Sw ST P(s) = e*AAsﬁzT, where N, is defined in (8). Finally, the
Z Z L average number of users with content at the end of the content
=1 mi=1 (Tn )P lifetime L can be expressed &X (L)] = Y57 i-pi(L) =
K3 No
_ i % i XK: Wi Ut fS o R, B, m) ﬁle*AALﬁQT, where N is defined in (8).
vzmey o g I TS )P APPENDIXD
(29) PROOF OFLEMMA 2
N Su N K oy, mfs ST R (i,n,m) The proof follows from the same line of argument
<SS nnt i n A (30) as in the proof of Lemma 1 (cf. Appendix C), when
: NS (757,)P : : . N
n=1m=1n/=11i,j=1 . we consider the continuous-time Markov chain with state
N S U, mTS* 7 {(X1(s), X2(s))}s>0, Where X;(s) and Xz(s) denote the
= Z 5 TRvE (31) number of users in subgroupsand?2, respectively, who have
o vl O ) (T m) a copy of the content at time

where (29) and (31) follow from (27) and (26), respectively,



